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Purpose
To systematically assess the ChatGPT large language model on diverse tasks relevant to 
pharmacokinetic data analysis and NONMEM coding in pharmacometrics and clinical 
pharmacology settings.

Method
ChatGPT-4 was evaluated with prototypical tasks related to non-compartmental analysis, 
pharmacokinetic word problems, and real-world applications of NONMEM. 

Results
ChatGPT showed satisfactory performance on the R code generation tasks and provided 
accurate information on the principles and methods underlying pharmacokinetic data analysis. 
However, ChatGPT had high error rates in numerical calculations involving exponential functions. 
ChatGPT was able to generate applicable code blocks for the NONMEM control stream from 
the lay language prompts for the code tasks. The control streams contained focal structural and 
NONMEM syntax errors that required revision before they could be executed without errors 
and warnings. The outputs generated by ChatGPT were not reproducible.

Conclusion
LLMs may be useful in pharmacometrics for efficiently generating an initial coding template for 
modeling projects. However, the output can contain errors that require correction.

Large language models (LLM): such as ChatGPT from OpenAI, Bard from Google, and others 
are an emerging artificial intelligence technology that has engendered great public interest. 
LLM are deep learning neural networks trained on a large body of text and other information 
that are capable of two-way interactions with users in a manner that approximates the 
complexity and nuance of human conversations.

Pharmacometrics: approaches enable analysis of the time courses and variability of drug 
concentrations and are leveraged to inform dosage recommendations and therapeutic 
strategies. NONMEM is a software package for implementing nonlinear mixed effects 
regression methods widely used by pharmacometricians. Our results suggest that ChatGPT could be a useful productivity aid for knowledge encapsulation, 

and programming tasks. However, the high rate of errors in arithmetic calculations and NONMEM 
coding could limit its utility for more complex tasks and diverse data analysis scenarios in PK and 
pharmacometrics. 
The utility of ChatGPT for NONMEM coding might be metaphorically viewed as a cup that is 
currently half full. 

Case 2 1A, 1B, 1C-
Semi-log Graph, 
AUC, AUMC

The results indicate that 
ChatGPT can generate R code 
for basic PK analysis tasks 
such as creating graphs. In 
calculating metrics such as 
AUC and AUMC, ChatGPT is 
capable of correctly using the 
trapezoidal rule but is 
susceptible to range of errors. 

Case 1 – PK word problems
ChatGPT’s performance in solving pharmacokinetics word problems varied across three 
case studies. In Case Study 3A, which involved a five-part IV bolus dosing problem, it 
achieved an 88% accuracy rate. In Case Study 3B, focused on bioavailability 
calculations after subcutaneous or oral dosing, the accuracy was higher at 94.3%. 
However, in Case Study 3C, involving a three-part problem on multiple oral dosing, 
ChatGPT’s accuracy was 80%.

Case 3 – NONMEM, Linear PK Compartmental Model with Oral Absorption

Case 4 – NONMEM, one compartment model with two parallel 
first-order absorptions and linear elimination

Introduction

Objective
Case 1: PK word problems involving PK calculations related to intravenous and extravascular 
bolus dosing and multiple oral dosing from textbook Clinical Pharmacokinetics: Concepts and 
Applications, 3rd Edition, by Rowland and Tozer 

Case 2: NCA analysis consisted of generating R code for semi-logarithmic graphing of 
concentration-time profiles and calculating the AUC and the AUMC from time zero to infinity

Case 3: NONMEM code for a linear pharmacokinetic (PK) model with oral administration

Case 4: NONMEM code for one compartment model with two parallel first-order absorptions 
and linear elimination

Conclusion
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• Correct Structure and Components: ChatGPT generated a 
NONMEM code with appropriate sections for data input, 
correctly selecting subroutines (ADVAN2 and TRANS2) 
suitable for a one-compartment model with first-order 
absorption and elimination.
• Errors in Residual Error Model and Estimation Method: 
The code contained errors, including an incorrect residual 
error model and an inappropriate choice of the FOCE 
INTERACTION estimation method, which led to errors during 
execution.

• Incorrect Subroutines: ChatGPT correctly 
structured the model but chose the wrong 
subroutines (ADVAN2 and TRANS2), leading to 
errors.
• Parameter Errors: While key parameters were 
defined, it failed to properly distribute the dose 
between absorption pathways and included 
unnecessary code.
• Repeated Mistakes: incorrect formulas for the 
error model and estimation method, requiring 
fixes for the code to run successfully.


