
1067-B

Machine learning spectroscopy for in-vitro 
recognition of tumoral and non-tumoral cells

Juan C. González, Paulo H. R. Amaral, Lidia M. Andrade, Maria I. N. da Silva
Departamento de Física, Universidade Federal de Minas Gerais, Belo 

Horizonte, Minas Gerais, Brazil.

Overview

Introduction
The development of new techniques for recognition of tumoral and non-
tumoral tissues at the cellular level are of great importance for the diagnostic 
of cancer. In this work we present an important step in that direction with a 
new in-vitro label-free spectroscopic approach capable of differentiating 
samples of tumoral and non-tumoral cell lines by using machine learning 
spectroscopy techniques.

Methods
• Cultures of epidermoid carcinoma A431 cells, hypopharyngeal carcinoma 

FaDU cells, squamous carcinoma SCC-4 cells, and epidermal 
keratinocyte HaCat cells.

• Cells were grown on 22 mm x 22 mm Corning #1½ glass coverslips.
• Measurements: VASE, 240 nm to 1700 nm, AOI of 55o.
• ML models: SVM, XGBoost, MLP.
• ML approach: Two-class and Multi-class nested cross-validation.

Results
Table I. Performance metrics for all combinations of optimized two-class
ML models and samples.
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Fig. 2. Multi-class confusion matrix for optimized ML models SVM,
XGBoost, and MLP.
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Conclusions
• New in-vitro label-free spectroscopic approach for classification of cell 

lines: accurate, fast, and low-cost.
• VASE and SVM machine learning algorithm resulted in optimal 

experimental and data processing techniques for the diagnostic.
• Excellent performance for two-class.
• Good performance for multi-class.
• The method could be expanded for cellular diagnostic of cancer.

• New in-vitro label-free spectroscopic approach for classification of tumoral 
and non-tumoral cell lines.

• Machine learning spectroscopy approach.
• Cultures of A431, FaDU, SCC-4, and HaCat cells.
• Measurements done by variable angle spectroscopic ellipsometry.
• Two-class classification  Accuracy: 77% - 99%.
• Multi-class classification  Accuracy = 79%.

Experimental Design

Fig. 1. Experimental design. (a) Sample preparation. (b) VASE
measurements. (c) Pre-processing of data for ML. (d) ML modeling
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Fig. 2. Two-Class confusion matrix for optimized ML models SVM, XGBoost,
and MLP.
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Table I. Performance metrics for multi-class ML models.
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